


LOFAR Science
Data Processing

Agnes Mika, Hanno Holties
EGI conference, 2021 October 19

ASTRON

Netherlands Institute for Radio Astronomy

v il



The international LOFAR telescope
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Challenges for the LOFAR community

Obtaining science results

« Complex instrument - high
level of expertise needed
 Handling of large data volumes

Access to large-scale resources
« Compute
e Storage




Challenges for the LOFAR community

Discoverability

» Direct access to science-ready A TR
data el R
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The answer: the Science Data Centre
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Architecture

Offer managed science
processing for standard pipelines

« Community request processing
through LOFAR proposal calls

* Execute on existing archived
data or on new observations

* Supported through the ASTRON
Science Data Centre Operations

Distributed service infrastructure

Publicly available application
container images

staged | processed | vatidated | ingested

staged | processed | validated

ingested | Accept | Validate




Technical requirements

[] []
Location: SURF (data locality)
O y A prefactor calibrator pipeline in CWL
Visualization: rabix-composer + inkscape
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* Deploy/execute: Singularity R

e Slurm (later to consider DIRAC)
« Common Workflow Language support

* Next phase may benefit from HPC and
GPU



Technical requirements

Data access - dCache
* Tape - disk staging

* FTS (later to consider RUCIO)
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Training for external users

General Information

Announcements

el G B 61 LOFAR data school 2021

Registration

SOC and LOC

LOFAR Data School (bi-yearly) |

22-26 March, bwingeloo. The Netherlands

ASTRON

« March 2021: too early for EGI-ACE o oo
e Next: 2023 (TBC) £ ] i e s 25 12, oo i1 puod e

Aim of school
The aim of the School is to introduce the LOFAR system to new members of the LOFAR community who will

LOFAR: Quick Start Guide
|v2.1 || 13th January 2021 ||

| ] | ]
O n I I n e d O C u I I I e n t a t I O n This document aims to provide a succinct overview of various aspects of LOFAR, supplemented by links to external,

more detailed information. It is specifically aimed at new users, but contains information relevant for all users of LOFAR.
Any suggestions, improvements or comments can be submitted to the ASTRON SDCO helpdesk helpdesk ticketing

e System capabilities .

What is LOFAR?
. . . LOFAR (LOw Frequency ARray) is an international telescope operated by ASTRON spanning several countries,
including the Netherlands, France, Germany, Ireland, Latvia, Poland, Sweden and the UK, currently comprising 51
L S C I e n C e p rOJ e Ct p re p a ra t I O n individual stations. There are_two types of antennas at each station: the High Band Antennas (HBA, 110-240 MHz) and

Low Band Antennas (LBA, 10-90 MHz). In total there are around 8,000 antennas spread across the continent.

« Data analysis cook books ' . 1S

Last updated: 21/08/2017 14:00
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From prototyping to production

We are realising the Science
Data Centre via EU-funded and
internally funded projects

EOSC-Hub

LOFAR Data Valorization
EGI-ACE

DICE



EOSC-Hub ®) EOSC-hub

Prototyping

 Demonstrated integration with
EOSC infrastructure

 Federated AAI

 Portable and scalable
workflows

* FAIR sharing of science-level
data




LOFAR Data Valorization

LTA FUTURE

LOFAR Data Valorization (2020-202

data science-ready

LTA'NOW

M1: Preparations - profiling LTA content and
characterisation processing routines

MZ: NWO proposal

IM3: Data processing @ Surf5ara
Phase 1 - BF and IM (Dysco)

M4: Data processing @ SurfSara
Phase 2 - Prefactord

M5: Data processing @ SurfSara
Phase 3 - Raphtor & LOFAR-VLBI pipelines

M6: Data processing @ Juelich and Poznan
Phase 1-3

M7: NWO Follow-up proposal

Preparatory
Phase

Execution Phase Contingency

2020 2021 2022 2023 2024
Q3|o4 o1|oz|03|q-4. o1|qz[03|o4 Q1I02I{}3|Q-i Q1 | Q2

LDV

LOFAR DATA VALORISATION

S

LTA FUTURE

Give added value to LOFAR datain LTA

Reduce data volume atthe LTA toreduce operational
C0§ts

§ Streamline data processing operations atthe
LTA

§ Prepare ASTRON forDUPLLO surveys

Jphases:compression, direction-independent
products, science-ready products.

Startwith processing atSURF

Data products to be made available through
subsequentdata releases




LOFAR Data Valorization

Phase I: Pre-processing at SURF

« Compression on 13 PB of data In
the archive (factor 3.5 reduction)

* Homogenise data in the archive

 Apply known corrections to
Instrument issues

* Generate quality indicators

* Prepare for further automated [

processing

TOTAL no compression - L0O: 3.543 [TB] NR datasets - LO: 7179
5000

* Calibration
TOTAL n -L1:9733 [TB]

* Imaging
* Source finding .

TOTAL NR PRODUCTS - LO: 1512902




EGI-ACE

Providing virtual access to radio
astronomy data

e Building on EOSC architecture
e Available from EOSC portal
« Community contributions

* Data processing as a virtual access
service

Offer LOFAR processing as a
service from end 2021

0S0_candidate

ez



DICE v "]

LOFAR science data repository
* Science-level data
- Generated through EGI-ACE .
* Applying FAIR principles
* Rich metadata |
* Provenance B
* Registration of persistent identifiers
* Harvesting by data discovery service
* Publication compliant with Virtual Observatory standards

Offer LOFAR Science Data Repository as a service
from end 2021
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